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The properties of elastics fluids (i.e. 
gases) depend especially on the 
facts that: (1) they posses weight; 
(2) they expand in all directions 
unless restrained; and (3) they allow 
themselves to be more and more 
compressed as the force o f 
compression increases. These 
properties can be explained if we 
assume a fluid to consist of a very 
large number of small particles in 
rapid motion. (D. Bernoulli, 1738) 
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Die Gase bestehen aus Atomen, 
welche sich verhalten wie feste, 
v o l l k o m m e n e l a s t i s c h e , m i t 
gewissen Geschwind igke i ten 
innerhalb eines leeren Raumes sich 
bewegende Kugeln. (Krönig, 1856)  
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I shall demonstrate the laws of motion 
of an indefinite number of small, hard 
and perfectly elastic spheres acting on 
one another only during impact. If the 
properties of such a system are found 
to correspond to those of gases, an 
important physical analogy will be 
established, which may lead to more 
accurate knowledge of the properties 
of matter. If experiments on gases are 
inconsistent with the hypothesis, then 
our theory, though consistent with 
itself, is proved to be incapable of 
explaining the phenomena of gases. 
(Maxwell, 1860)  
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Figure 4.1: Particle motion inside a gas

one collision by the number of particles that will hit this wall in a time interval �t

(eq. 4.1) we obtain 1
6

N

V

A v �t 2 m v, which is the total momentum transferred

to the wall.

To obtain the force, we divide the last expression by �t using ~

F = �~p

�t

. Since

pressure is force divided by the area, we arrive at an equation for the pressure (P )

of the gas which can be rearranged as

PV =
1

3
Nmv

2
. (4.2)

Similarly to the examples from the previous sections, eq.(4.2) is put in the

keyhole form, in which quantities experimentally accessible (left) are separated

from the theoretical ones (right). However, now the situation is more complicated

because the right-hand side contains not only one, but three quantities inaccessible

by experiment, namely the number of particles, their individual masses and mean

velocities. By measuring the pressure and volume of a gas, we cannot obtain either

of those quantities separately with this equation.

A plausible attempt to reduce the number of inaccessible quantities in the

right-hand side of eq.(4.2) is to substitute m v

2 by twice the mean kinetic energy

of the individual particles (E
kin

). Then we can write PV = 2
3NE

kin

, even though

the problem is not solved yet, since we are still left with two quantities (number

of particles and average kinetic energy) that we do not have empirical access to.
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Figure 1. Cube of side l in which a gas molecule
of mass m moves with velocity v and rebounds
elastically from the inside walls.

these momentum changes as a force that acts on
the interior walls of the box: F

x

= 2mv

x

/1t ;
the estimation of the number of collisions the
molecule makes per unit time with each wall of
the box, n

x

= 1/1t = v

x

/2l; the calculation of
the pressure exerted on the wall of the box, P =
F

x

/l

2 = mv

2
x

/V ; and, finally, the recombination
of the three components to give the familiar result,
PV = mv

2
/3.

Whilst reviewing some old Bagrut (Israeli
Matriculation) questions, it occurred to me that a
simpler derivation of this function is obtained if,
instead of being in a box, the molecule is contained
in a sphere.

Consider a molecule of mass m moving with
velocity v inside a hollow sphere of radius r

(figure 2). Since the collisions between the
molecule and the interior wall of the sphere are
assumed to be elastic, the angle of incidence equals
the angle of rebound and the molecule’s velocity
changes in direction but not in magnitude. To
put it another way, during the collisions with
the interior wall of the sphere, the molecule
is accelerated centripetally (radially) but not
tangentially.

The molecule strikes and rebounds from the
inside of the sphere repeatedly and ceaselessly.
Hence, the molecule can be regarded as essentially
moving at a constant velocity v in a circular path of
radius r around the inside walls of the sphere. The
centripetal force required for this circular motion is
provided by the normal force exerted by the walls
on the molecule. The reaction to this force is the
source of the pressure the gas molecule exerts on
the interior of the sphere.

Figure 2. The elastic collision of a gas molecule
of mass m and velocity v with the inside wall of a
spherical container of radius r .

The centripetal force exerted on the molecule
is

FC = mv

2
/r. (1)

The surface area of the interior walls of the sphere
is A = 4⇡r

2 and so the pressure, P = FC/A,
exerted by the gas molecule is given by

P = mv

2

4⇡r

3 . (2)

The volume of the sphere is V = 4
3⇡r

3, from
which we obtain the familiar expression

PV = mv

2
/3. (3)

In terms of the translational kinetic energy of
the gas molecule, K = mv

2
/2:

PV = 2
3K. (4)

From (4), for a sphere of volume V con-
taining N gas molecules (distinguishable but
not necessarily identical) with kinetic energies
K1, K2, K3, . . . , KN

, the following expression is
obtained:
P1V + P2V + P3V + . . . + P

N

V

= 2
3 (K1 + K2 + K3 + . . . + K

N

) (5)

PV = 2
3NK̄

where P = P1 + P2 + P3 + . . . + P

N

is now the
total pressure exerted by the gas molecules and

K̄ = 1
N

X

i

K

i
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having access to quantities through a complex network of information, which is a

blend of theoretical and experimental elements.

4 Kinetic gas theory

Our last case study comes from the kinetic gas theory, whose basic idea is to

consider a gas as constituting of a very large number of particles (atoms and

molecules) in random motion. It involves an elaborate combination of mechanics

- laws governing the motion of particles - with statistics - due to the impossibility

of describing the states of single particles. Thus, this theory is a great source of

examples of the imbricate relationship between experiment and theory that we are

trying to put forward with the keyhole metaphor. In this section, we illustrate

how the equal sign can be interpreted as a bridge between the micro (theoretical)

and macro (experimental) in one important equation of this theory, namely the

pressure of a monoatomic gas.

Kinetic gas theory assumes that pressure is due to collisions of particles with

the walls of a container. The following derivation is inspired on Krönig (1856), a

work that influenced Clausius’ 1857 seminal paper The Nature of the Motion which

we Call Heat, which marks the establishment of kinetic gas theory as a paradigm,

of course not uncontroversial, for scientific investigation (Brush, 1976).

Consider a monoatomic gas being made of N particles moving inside a cubic

recipient of side L. For simplicity reasons and without loss of generality, since

there is no direction preferred, we assume that the particles’ velocities are equally

distributed in six directions (+x,�x,+y,�y,+z,�z). Thus, we can say that 1/6

of the particles are moving in one direction (+x) towards one of the faces (see

figure 13).

The particles are moving with a (mean) speed v and the ones located within a

distance s = v �t from that face will collide against it during a time interval �t

(s = L). Thus, the number of particles inside the cube moving in the +x direction

is given by

1

6

N

V

A v �t . (4.1)

Moreover, we postulate that the collisions are elastic, which means that each

particle colliding with a velocity v, perpendicular to the wall, will return with the

same velocity v in the opposite direction. The momentum transferred to the wall

after each collision is, therefore, 2 m v. Multiplying the momentum transferred by

14
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Figure 4.1: Particle motion inside a gas

one collision by the number of particles that will hit this wall in a time interval �t

(eq. 4.1) we obtain 1
6

N

V

A v �t 2 m v, which is the total momentum transferred

to the wall.

To obtain the force, we divide the last expression by �t using ~

F = �~p

�t

. Since

pressure is force divided by the area, we arrive at an equation for the pressure (P )

of the gas which can be rearranged as

PV =
1

3
Nmv

2
. (4.2)

Similarly to the examples from the previous sections, eq.(4.2) is put in the

keyhole form, in which quantities experimentally accessible (left) are separated

from the theoretical ones (right). However, now the situation is more complicated

because the right-hand side contains not only one, but three quantities inaccessible

by experiment, namely the number of particles, their individual masses and mean

velocities. By measuring the pressure and volume of a gas, we cannot obtain either

of those quantities separately with this equation.

A plausible attempt to reduce the number of inaccessible quantities in the

right-hand side of eq.(4.2) is to substitute m v

2 by twice the mean kinetic energy

of the individual particles (E
kin

). Then we can write PV = 2
3NE

kin

, even though

the problem is not solved yet, since we are still left with two quantities (number

of particles and average kinetic energy) that we do not have empirical access to.
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This is where the rather ’mysterious’ concept of temperature2 comes into play.

In fact, before the kinetic theory was proposed, a number of empirical laws re-

lating pressure, volume and temperature were known3. If considered all together,

these empirical laws state that the product of pressure by volume, divided by

temperature, is constant for a specific amount of rarefied and stable (ideal) gases

(PV

T

= a). This “constant” a would, however, change for samples with di↵erent

amounts (masses) of the same gas (PV

T

/ m) and for di↵erent gases, i.e., with

di↵erent molecular weights M (PV

T

/ 1
M

). By bringing both the mass of the gas

and its molecular weight into consideration it is possible to obtain a universal gas

constant R and write the ideal gas law in its well known form

PV = nRT , (4.3)

where n is the ratio between the mass of a sample and its molecular weight,

which is the amount of substance (in moles). Now let us get back to equation

PV = 2
3 NE

kin

and compare it with PV = nRT . There is no unique way to

connect the quantities in the right-hand side, but kinetic gas theory chose to

assume that (absolute) temperature is proportional to the mean kinetic energy of

the individual particles by the following relation 4

E

kin

=
3

2
kT , (4.4)

where k is called Boltzmann constant (k = 1, 381 ⇥ 10�23
JK

�1). Now one can

write the ideal gas law in another form

PV = kNT . (4.5)

By comparing eq.(4.3) with eq.(4.5), one can say that the first is more ’chem-

ical’, since it refers to chemical properties of the gas (e.g. molecular weight),

whereas the second is more ’physical’, since it relates directly to the number of

particles. After isolating N in eq.(4.5) we finally arrive at an equation that has

the ’pure’ keyhole structure we were looking for

2The concept of temperature has a fascinating history that is brilliantly told in Chang

(2004).
3Among them are Boyle-Mariotte’s, Gay-Lussac’s, Charles’ and Amonton’s laws.
4This is valid for monoatomic gases, where the particles can move freely in three direc-

tions (3 degrees of freedom). For the general case, each degree of freedom is assigned to

Ekin = 1
2kT and the total kinetic energy will be a sum of the energies of each degree of

freedom, which can involve both translational and rotational motion.
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constant R and write the ideal gas law in its well known form

PV = nRT , (4.3)

where n is the ratio between the mass of a sample and its molecular weight,

which is the amount of substance (in moles). Now let us get back to equation

PV = 2
3 NE

kin

and compare it with PV = nRT . There is no unique way to

connect the quantities in the right-hand side, but kinetic gas theory chose to

assume that (absolute) temperature is proportional to the mean kinetic energy of

the individual particles by the following relation 4

E

kin

=
3

2
kT , (4.4)

where k is called Boltzmann constant (k = 1, 381 ⇥ 10�23
JK

�1). Now one can

write the ideal gas law in another form

PV = kNT . (4.5)

By comparing eq.(4.3) with eq.(4.5), one can say that the first is more ’chem-

ical’, since it refers to chemical properties of the gas (e.g. molecular weight),

whereas the second is more ’physical’, since it relates directly to the number of

particles. After isolating N in eq.(4.5) we finally arrive at an equation that has

the ’pure’ keyhole structure we were looking for

2The concept of temperature has a fascinating history that is brilliantly told in Chang

(2004).
3Among them are Boyle-Mariotte’s, Gay-Lussac’s, Charles’ and Amonton’s laws.
4This is valid for monoatomic gases, where the particles can move freely in three direc-

tions (3 degrees of freedom). For the general case, each degree of freedom is assigned to

Ekin = 1
2kT and the total kinetic energy will be a sum of the energies of each degree of

freedom, which can involve both translational and rotational motion.
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For each degree of freedom 

Clausius (1857)

How he obtains the same result?


- Rotational and vibrational motions? 
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Mean free path – Clausius (1858) 
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Ballot’s ”dining room rebuttal” 


•  Average distance travelled by a gas molecule or other 
particle between “collisions” with other particles 

 
 
 
 
 
 
 
 
 
•  First (non-trivial) statistical concept of Kinetic gas theory: 

It is not a property of an individual particle nor a 
macroscopic property of gas (Darrigol & Renn) 
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Velocity distribution – Maxwell (1860) 
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244 S. G. Brush on the 

values  of the  o ther  components .  His  first p roof  of  the  d i s t r ibu t ion  law 
depended on these  two  assumpt ions .  Maxwel l  l a te r  real ized t h a t  the  
va l id i ty  of  t he  second a s s u m p t i o n  was  no t  obvious,  a n d  he therefore  
a t t e m p t e d  a n  a l t e rna t ive  demons t r a t i on  7, in which th is  p r o p e r t y  is 
deduced r a t h e r  t h a n  assumed.  

The  original  de r iva t ion  of the  d is t r ibu t ion  law is as follows : 
To find the average number of particles whose velocities lie between 

given limits, after a great number of collisions among a great number of 
equal particles. 

Let  h r be the whole number  of particles. Let  x, y, z be the com- 
ponents of the velocity of each particle in three rectangular directions, 
and let the number of particles for which x lies between x and x+dx 
be Nf(x)dx where f(x) is a function of x to be determined. 

The number of particles for which y lies between y and yq-dy will 
be 1Vf(y)dy ; and the number for which z lies between z and zq-dy will 
be Nf(z)dz where f always stands for the same function. 

Now the existence of the velocity x does not in any way affect tha t  
of the velocities y or z, since these are all at  right angles to each other 
and independent, so tha t  the number  of particles whose velocity lies 
between x and xq-dx and also between y and yq-dy and also between 
z and zq-dz is 

Nf(x)f(y)f(z)dxdydz. 
I f  we suppose the N particles to start  from the origin a t  the same 
instant, then this will be the number in the element of volume (dxdydz) 
after unit of time, and the number referred to unit of volume will be 

Xf(x)f(y)f(z) 
But the directions of the coordinates are perfectly arbitrary,  and 
therefore this number must  depend on the distance from the origin 
alone, tha t  is 

f(x)f(y)f(z) =¢(x  ~ q_y2 q_z~). 
Solving this functional equation, we find 

Ax ~ Ar 2 
:(x):Ce , d2(r~)~-Cae 

I f  we make A positive, the number of particles will increase with 
the velocity, and we should find the whole number of particles infinite. 
We therefore make A negative and equal to --1/as, so tha t  the number 
between x and xq-dx is 

---~2/Ct2 
NCe dx. 

Integrating from x = - - o o  to x-----]-oo, we find the whole number  of 
particles, 

1 No  =N, ." 

qx) is therefore 
1 ~ ~X~/0t2 

7 Maxwell,  Phil. Trans., 1867, 157, 62 ; Phil. Mat., 1868, 35, 185 ; Paper,, ii, p. 43. 
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P (v2
x + v2

y + v2
z) = P (vx)P (vy)P (vz)

P (vx) = Ae�Bv2
x

P (v2
x + v2

y + v2
z) = P (vx)P (vy)P (vz)

Mass dependence 

Temperature dependence 
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S = k lnW  
Physics’ [2nd] most famous equation 
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•  Where does it come from? 

•  What does it mean? 

•  How/Why was it proposed? 
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Discussion session 1: Boltzmann (1872) 
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Discussion session 2: Boltzmann (1877) 
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Physics’ [2nd] most famous equation 
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W microstates from a macrostate 

 
 
 
 
 
 
 

N cells in phase space 

 n0, n1, n2, … ni molecules in each cell  

W is maximum at n0 = n1 = n2 …=… = ni   

But energy are “probabilistic weights”  And Σni .Ei = E 

Assuming same energy to each cell 

Thus, the solution with greatest probability is   

W  

20 Classical Concept Review 7

 Number of microstates =
N!

n0! n1! n2!g ni!
 

For macrostate 1 there are five particles in the E = 0 state, so the 5! rearrange-
ments of those five must be divided out of the 6! total number for all six particles in 
order to obtain the number N of distinguishable rearrangements, or microstates, for 
macrostate 1. Since 6!>5! = 6, that is how the number of microstates for macrostate 1 
was determined. Example BD-1 following Table BD-1below illustrates the calcula-
tion for macrostate 6 of the system we are using for the derivation.

EXAMPLE BD-1 Number of Microstates Compute the number of microstates, 
that is, distinguishable rearrangements, for macrostate 6 in Table BD-1.

SOLUTION
The total number of possible rearrangements of six particles is 6!; however, energy 
state E = 0 contains three particles, hence 3! indistinguishable rearrangements, and 
energy state E = !E contains two particles, hence 2! more. Therefore, the total 
number of microstates is

 
N!

n0! n1!
=

6!
3!2!

=
6 * 5 * 4 * 3 * 2 * 113 * 2 * 12 12 * 12 = 60

If we now make the reasonable assumption that all microstates occur with the 
same probability, then the relative probability Pj that macrostate j will occur is pro-
portional to the number of microstates that exist for that state. For our system there 
are 1287 total microstates, so the relative probability Pj of occurrence for each of the 
20 macrostates is the number of microstates listed in the column on the right of Table 
BD-1 divided by 1287. Now we are close to obtaining the approximate form of the 
Boltzmann distribution. Assuming that the most probable distribution of the particles 
among the available states is that corresponding to thermal equilibrium, we have only 
to calculate how many particles n(Ei) are likely to be found in each of the nine energy 
states E0 = 0 through E8 = 8!E. Consider the E0 = 0 state. For macrostate 1, the prob-
ability of occurrence P1 is 6>1287 and there are five particles in the E0 = 0 energy 
state; therefore, macrostate 1 will contribute 5 * 16>12872 = 0.023 particles to the 
total for E0 = 0. The number of particles contributed by the other 19 macrostates to 
the E0 = 0 state are computed in an identical manner and, when added, yield a total 

1

2

0

3

4

0
E

n
(E

)

∆E 2∆E 3∆E 4∆E 5∆E 6∆E 7∆E 8∆E

BD-1 n(E) versus E for the data 
in Table BD-1. The solid curve is 
the exponential n1E2 = Be-E>Ec, 
where the constants B and Ec 
have been adjusted to give the 
best fit to the data points.
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distinguishable, the microstate. We now proceed from the assumption that each 
microstate of a gas thus defined appears with equal probability.

The measurable macroscopic state of a gas is given by the number of molecules 
in the various phase-space cells, or, in other words, by the density of the molecules 
in phase space.

If there are N1, N2, …, Nn, molecules in the N cells of phase space numbered 
1, 2, …, N, then we are dealing with the macroscopic state characterized by the 
numbers N1, N2, …, Nn. The number of possible microstates associated with this 
macroscopic state is

 
P N

N N Nn
td  

!
! ! !

.
1 2 $  

(2 )

This number is called the thermodynamic probability of the associated macro-
scopic state.

A gas left to itself progresses in a brief period of time from a given initial state to 
a state with maximal thermodynamic probability. For example, consider two parts 
of a container separated by a partition that contain gas at different pressures; for 
the volume of the entire container, the probability of this distribution is much less 
than the probability of a uniform distribution. Hence, if we remove the partition, 
then the pressures will equalize. A further example: If a jet of gas enters a gas-filled 
container at a uniform speed, then the velocities of the molecules in the jet will 
rapidly change: the molecules will scatter uniformly in every direction and the 
absolute values of their velocities will satisfy the Maxwell distribution because this 
state is much more probable than the initial state.
Expression (2) for the thermodynamic probability has its maximum at N N Ni1 2    $ $ , that is, 
at constant density, assuming that each element of phase space is assigned the same energy. However, if 
we associate energy Ei with the element that contains Ni particles and if the total energy E is a specified 
constant, then a different result is obtained. Expressed mathematically, we are now seeking a maximum 
for the thermodynamic probability Ptd with the constraint that 

N E Ei ii∑ = 0 ; in addition, there is the 
natural (at least in classical problems) constraint N Nii∑ = that the number of particles is constant. 
The solution with the greatest probability is the following “Boltzmann distribution”:

N Ai
E kTi= −e ./

In the derivation, N and all the Ni are taken to be large; it is therefore possible to calculate with continu-
ously variable values of Ptd, and one can also use Stirling’s asymptotic formula for N!:

N N N N

!
e

� 2π ⎛
⎝⎜

⎞
⎠⎟

.

We have found in the thermodynamic probability a quantity that says something 
about the direction of processes. In nature, processes run in such a way that the 
total thermodynamic probability for all bodies involved in the process increases. 
This statement seems familiar to us because in thermodynamics, the same is said 
about the entropy: Entropy is the quantity that in macroscopic thermodynamics 
determines the direction of processes. We recall that according to the second law 
of thermodynamics, the entropy in a closed system can only increase. Therefore, 
there must be a close connection between the thermodynamic probability of the 
macroscopic state of a gas and the entropy. That is, the entropy should be a func-
tion of the thermodynamic probability.

This function can easily be determined. According to the laws of thermodynam-
ics, the total entropy of two gases confined in containers isolated from each other 

��Figure 4.137 The Maxwell velocity distribution.

��Figure 4.138 Temperature dependence of the specific 
heat of hydrogen gas measured at constant volume. As the 
temperature increases, it appears that the number of degrees 
of freedom increases. This phenomenon will be explained 
later only by quantum theory.

Quotation 4.49, continued
You have become a tomb which aimlessly wanders 
…. Nameless within the unremembering darkness – 
It was a dream! Oh no, you never lived! 
All is alone! no witness! nothing to see or to think. 
Nothing but darkness, time, and the silence… 
Sleep; you’ve been dreaming. Eternally, sleep.  
 
O vast convocation, magnificent suns, 
Gather and loosen your masses of gold; 
Lead tenderly, sadly, to solemn accords 
The majestic funeral march of your sister, asleep.
—JULES LAFORGUE, “Funeral March for the Death of 
the Earth,” 1881

Large numbers! Stirling approximation 

ni  
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